
Predicting Good Probabilities With Supervised Learning
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Figure 1. Histograms of predicted values and reliability diagrams for boosted decision trees.
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Figure 2. Histograms of predicted values and reliability diagrams for boosted trees calibrated with Platt’s method.
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Figure 3. Histograms of predicted values and reliability diagrams for boosted trees calibrated with Isotonic Regression.

ture of the problems. For example, we could conclude that
the LETTER and HS problems, given the available fea-
tures, have well defined classes with a small number of
cases in the “gray” region, while in the SLAC problem the
two classes have high overlap with significant uncertainty
for most cases. It is interesting to note that neural networks
with a single sigmoid output unit can be viewed as a linear
classifier (in the span of it’s hidden units) with a sigmoid
at the output that calibrates the predictions. In this respect

neural nets are similar to SVMs and boosted trees after they
have been calibrated using Platt’s method.

Examining the histograms and reliability diagrams for lo-
gistic regression and bagged trees shows that they be-
have similar to neural nets. Both learning algorithms are
well calibrated initially and post-calibration does not help
them on most problems. Bagged trees are helped a little
by post-calibration on the MEDIS and LETTER.P2 prob-
lems. While it is not surprising that logistic regression pre-


