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Figure 6. Histograms and reliability diagrams for SLAC.

ates reliability plots that have an inverted sigmoid shape.
While Platt Scaling is still helping to improve calibration,
it is clear that a sigmoid is not the right transformation to
calibrate Naive Bayes models. Isotonic Regression is a bet-
ter choice to calibrate these models.

Returning to Figure 6, we see that the histograms of the pre-
dicted values before calibration (first column) from the ten
different models display wide variation. The max margin
methods (SVM, boosted trees, and boosted stumps) have
the predicted values massed in the center of the histograms,
causing a sigmoidal shape in the reliability plots. Both
Platt Scaling and Isotonic Regression are effective at fitting
this sigmoidal shape. After calibration the prediction his-
tograms extend further into the tails near predicted values
of 0 and 1.

For methods that are well calibrated (neural nets, bagged
trees, random forests, and logistic regression), calibration
with Platt Scaling actually moves probability mass away
from 0 and 1. It is clear from looking at the reliability di-
agrams for these methods that the sigmoid has difficulty
fitting the predictions in the tails of these well-calibrated
methods.

Overall, if one examines the probability histograms before
and after calibration, it is clear that the histograms are much
more similar to each other after Platt Scaling. Calibration
significantly reduces the differences between the probabil-
ities predicted by the different models. Of course, calibra-
tion is unable to fully correct the predictions from the infe-
rior models such as decision trees and naive bayes.

5. Learning Curve Analysis
In this section we present a learning curve analysis of the
two calibration methods, Platt Scaling and Isotonic Regres-
sion. The goal is to determine how effective these calibra-
tion methods are as the amount of data available for cali-
bration varies. For this analysis we use the same models as
in Section 4, but here we vary the size of the calibration set
from 32 cases to 8192 cases by factors of two. To measure
calibration performance we examine the squared error of
the models.

The plots in Figure 7 show the average squared error over
the eight test problems. For each problem, we perform ten
trials. Error bars are shown on the plots, but are so nar-
row that they may be difficult to see. Calibration learning
curves are shown for nine of the ten learning methods (de-
cision trees are left out).

The nearly horizontal lines in the graphs show the squared
error prior to calibration. These lines are not perfectly
horizontal only because the test sets change as more data
is moved into the calibration sets. Each plot shows the
squared error after calibration with Platt’s method or Iso-
tonic Regression as the size of the calibration set varies
from small to large. When the calibration set is small (less
than about 200-1000 cases), Platt Scaling outperforms Iso-
tonic Regression with all nine learning methods. This hap-
pens because Isotonic Regression is less constrained than


